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[Défenseur desdroits] Algorithmes et
discriminations: le Déefenseur desdroits, avec la
CNIL, appelle a une mobilisation collective

Les outils numériques, dont I’ usage S est accru avec la crise sanitaire actuelle, reposent souvent sur des
algorithmes sans que le grand public en soit toujours conscient ou informé. Désormais utilises dans des
domainestels que I’ acces aux prestations sociales, lapolice, l1ajustice ou encore le recrutement, ils
constituent des sources de progres, mais sont également porteurs de risgues pour les droits fondamentaux,
comme I’ ont d§a souligné le Défenseur des droitset laCNIL.

Derriére |’ apparente neutralité des algorithmes, des recherches ont mis ajour I’ampleur des biais qui peuvent
intervenir lors de leur conception et leur déploiement. Tout comme les bases de données qui les alimentent,
ils sont congus et générés par des humains dont les stéréotypes, en se répétant automati quement, peuvent
engendrer des discriminations.

Considérant que cet enjeu ne doit pas étre un angle mort du débat public, le Défenseur des droits, en
partenariat avec la CNIL, aréuni les 28 et 29 mai, des spécialistes, chercheurs, juristes et développeurs
autour des enjeux de transparence des algorithmes et des biais discriminatoires. Tous les experts ont pointé
les risques considérabl es de discrimination que leur usage exponentiel peut faire peser sur chacun et chacune
d entre nous, dans toutes les sphéres de notre vie.

Pour prévenir ces discriminations, les corriger et sanctionner leurs auteurs, le Défenseur des droits appelle a
une prise de conscience collective et engage les pouvoirs publics et |es acteurs concernés a prendre des
mesures pour éviter que les discriminations soient reproduites et amplifiées par ces technologies.

Le Défenseur des droits, en partenariat avec la CNIL, propose |es orientations suivantes :

e Former et sensibiliser les professionnels des métiers techniques et d’ ingénierie informatique aux
risques que les algorithmes font peser sur les droits fondamentaux ;

e Soutenir larecherche pour développer les éudes de mesure et de prévention des biais, et approfondir
lanotion de « fair learning » — ¢’ est-a-dire la conception d’ algorithmes répondant a des objectifs
d’ égalité et de compréhension, et non seulement de performance ;

e Renforcer lesobligations |égales en matiére d’ information, de transparence et d’ explicabilité des
algorithmes a |’ égard des usagers et personnes concernées, mais également destiers et des
professionnels utilisateurs de ces systémes, au nom de I’ intérét général, comme en témoignent par
exemple les questions suscitées par Parcoursup ;

e Réaliser des étudesd’ impact pour anticiper les effets discriminatoires des algorithmes et controler
leurs effets apres leur déploiement.

L e dével oppement phénomeénal des technologies algorithmiques et des systémes apprenants impose, pour les
institutions, de maintenir une grande vigilance quant aux conséguences de ces évol utions technol ogiques,
mais aussi de les anticiper, pour permettre au débat démocratique de se tenir de maniere éclairée tout en
pensant un cadre juridique et une régulation protecteurs des droits et libertés.

Le Défenseur des droits et la CNIL continueront leurs réflexions sur ce sujet et contribueront a celles des
décideurs publics. Dans cette perspective, leur boussole ne saurait étre que la volonté de garantir atoutes et a
tous le respect de leurs droits fondamentaux, et en particulier celui de ne pas étre discriminé et celui de la


https://www.cnil.fr/
https://www.defenseurdesdroits.fr/fr/rapports/2020/05/algorithmes-prevenir-lautomatisation-des-discriminations

protection de leurs données personnelles.
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